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1. Description of the current state of affairs.
Mathematical formulas can carry quite a good deal of information. Indeed, it has been said that a
professional mathematician, unacquainted with Japanese, can tell what a mathematical
monograph in Japanese is about just by looking at the formulas. Also whether it is a book worthy
to be translated or not.

Thus there is substantial interest in being able to recognize mathematical (and physical and
chemical, ...) formulas automatically.

There would appear to be four stages involved as follows:

(i) Separate formulas, including in-line formulas, from the other parts of a text. This used to
be a relatively well known problem in (optical) document analysis and has been researched
adequately in that context, see e.g. [13].

Nowadays a substantial and increasing portion of science material on the web is in the
form of .ps (Postscript) and .pdf (Portable Data Format) files. Separating out the forrmula parts
from the text parts in these types of documents is an entirely different matter, especially in the
.pdf (and .html or .xml) case. A start towards solving this problem (and there is no doubt that it
can be solved efficiently) is in [45].

(i1) Once the formula parts have been recognised, it is needed to do some form of OCR
(Optical Character Recognition) to see what glyphs are present; also their relative position, coded
in some way, because mathematical formulas are two dimensional animals. In the case of .ps or
.pdf, or .html files this is simple. In the case of scanned images this is a far from trivial matter
and it has been addressed in numerous publications. Even to the point of recognising handwritten
formulas.

(iii) Syntactical analysis. Once the ‘glyph information’ alluded to in (ii) above is available,
plus relative position, the resulting two-dimensional image needs to be parsed. That is a
representation must be found in terms of some mathematical formula display language like TeX
of Math ML (or any other two-dimensional formula grammar).

This problem has also been well researched and there are a number of ways of dealing with
it. For an up t odate survey see [6]. Sometimes step (ii) and (iii) are combined in various
implemented systems.

(iv) Semantic analysis. The final step is to recognise the meaning of the various two



dimensional collections of formula glyphs have. Presentation languages like TeX do not tell one
what a formula is supposed to represent. The representation is ambiguous (both ways, because
there are usually several ways to encode the pattern and they may very well not be faithful to the
underlying mathematics. For instance, depending on the TeX encoding, the meaning of a formula
can be effectively obscured. For instance, for display purposes one can elect to code presups to a
symbol or treat them as postsubs to a previous symbol. Such things are perfectly permissible in
display languages and in postscript for instance, there can be no hint as to what has been done.)

Thus it remains to attach some semantics to whatever has been recognised. The problem
arises even at the level of a single glyph. Suppose 7 (Greek letter) has been recognised. To a
group theorist this would probably mean a permutation, to a topologist it would probably mean a
projection and to a geometer or real analist it would probably mean the number 3.14... . The
surrounding context could probably settle it.

Thus the final step is to use some context analysis to determine the semantics of a formula.

The idea is to use a concept called “identification clouds” which has come up before in the
context of automatic classification and automatic key phrase assignment, [20, 21]. This concept
is described briefly in the next section.

2. Re identification clouds.

The rough idea of an identification cloud (for a key pharse, or concept or formula) is the
following.

It may well happen that a very good key phrase for a given article is simply not present or
so lingusitically mangled that even the best NLP techniques (Natural Language Processing) are
not good enough to recognize it. Yet professionals in the field in question will have no difficulty
in attributing that key phrase to that article. They do that by context.

The basic idea is that a good key phrase can be recognised by (part of) the collection of
characteristic words (and short phrases) that one would normally expect to find in its
neighbourhood. Thus the idenfification cloud of a (standardized) key phrase is a collection of
words and short key phrases that belong to it and can be expected to show up in the immediate
surrounding text. The same idea applies to formulas. If, for instance, the surrounding text is all
about projective systems and projections and/or inverse ssytems then a ‘7 in that
neeighbourhood is likely to be a projection type mapping; if it is all about groups and
representation and compositions the same ‘7 is likely to be a permutation (or possibly a
composition).

A well known quote is

“Tell me what company thou keepest, and I will tell thee what thou art”
Miguel de Cervantes (1547-1616),
Don Quixote, Pt II, Ch. 23

The same applies to formulas and (missing) key phrases.

3. Background.

In the following list there is a collection of references that gives in my opnion an adequate idea
of the current state of the art as regards formula recognition. As stated, stages 1,2,3 of the proces
seem to be adequately researched; stage 4 still requires work, and, ideed, seems to have been
completey neglected so far.

[1,2,3,4,5,6,7,8,9,10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28,
29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45]1999 #36; Kosmala, 2000 #13;
Kosmala, 2000 #17; Kosmala, 2000 #34; Krenn, 1997 #3; Lavirotte, 1997 #15; Lavirotte, 1997
#37; Lavirotte, 1998 #32; Lawrence, 1998 #26; Lawrence, 1999 #27; Lee, 1997 #8; Lenart, 1992



#24; Pottier, 1994 #25; Saarland University, 1995 #18; Silagadze, 1997 #6; Smeaton, 1992 #28;
Suzuki, 2000 #12; Yang, 2003 #38]
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